
Math 3280A 22-10-06

Review

· cumulative distributions

Fx(b)= P ! X = b) ,
b - 1

.

Ex is non-decreasing ,
rightcts , byx(b) = 1,mpkx(b) = 0

PSX= b) = Ex(b) - Ex(b-)
.

· Continuous v .
U
.
's

,

X is said to be absolutely) continuous if I a
nonnegative function on A such that

P(x = B) = SB f(x)dx
for any "measurable" set BI1R .

The function of is called the probability density function
of X

,
or simply pdf of X .

Remark : In the continuous care
.

PEX = a) = 0 for any at R .

Hence P(a =X- b) = p[asX-by = P[a3X<b3 = PasX<b3
.



Exer . 1 . Suppose X has a pdf

f(x) = Gxe if x >0

0 otherwise
.

(i) Find the value of X
.

2) Find PS X < 1003
.

Solution :

1 = J
-

8 f(x)dx
= Sxe- dx
= X . -100 e / -↳
= X 100

Hence x = oo
.



PSXx1003 = 1. f(xidx
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35 . 2 Expectation of a cts .
r. U

.

Recall that the expectation of a discrete r. r . X is defined by

EIX1 = 2 xP4X=x]
,

where the summation is taken over all the possible values that
X can take on

.

We can not directly use this method to define the expectation of
acts ru
,
since in the ats case

,
X will take on uncountably

diff values , and moreover ,

PSX= x) = 0 for all xceR
.



Def . Let X be actsrr
.

with pdf f .
-

Then we define
D

EIx1= S
.

f(x)dX .

Intuitive idea :

In the continuous core
,

we make a partition
of fr , 0) by (Xn) new such that

Xn+1 - Xn
= & X

.

Then

I xn PEXnsX<cn+13
R

= xn S*** f(x)dx
= xnf(xn) . x -> /Yf(x)dX>

as x- 0
.



Examples . X is said to be uniformly distributed
on Lo, 11 if it has the following density

f(x) = St if x = [0
,
11

otherwise
.

Find E[X]
.

Solution :

E[X1 = ( -xf(xdx
= S

*

x . Idx

- ** = I .
#

Below we consider the expectation of functions
of ats r. r . 's .



Props . Let X be a cts rv.
with density f .

-

Let 9 : LR- 1R .

Then

E[9(X)1= Segexfxdx .

We prove the above prop only in the care
that & I0 .

To this end
,
we first prove the following .

am4 .

Let Y be a non-negative its ru .

Then

E[Y1 = SPSY<y) dy .

To prove Lem 4
,
we need to use the following result. dy

(a)),
"

f(x , y)dydy =/
!")) a" f(x, x)dy)dx

when I is non-negative . This is a special version

of the Fubini Theorem
.



Pf of dem 4
. Let f be the density of Y .

Since Y is non-negative, f(x) = 0 for x <0
.

So E[Y- = S08f(x)dx = (cf(x)dx . Observe

30p[Yxy3dy
= (!), f(xdx)dy
= (6), 1 . f(x)dx+) . f(x)dx)dy
= (! )(g(x , y)f(x)dx)db

,

(where g : (0 , 0) x (0 , 0) => IR is defined by

genys=3 ! it ise. (
Etini 10) "q(x ,y)f(xidy) de
=

(f(x(),"q(x , y)dy) dx
I



= S f(x))- +dy + /,0dy)dx
= (xf(x)dx
= ElY] . A

Proof of Prop. 3 : By Lem 4
,

E[g(X)I = (04S9(X) < y3dy .
Wate B : = [xER : g(x)<y)

.

Then

459(x)2y3 = P3x=B3 = /Bf(xdx =/
,x : g(xyy4xdX .

Henc

E[9(X)1 - S. Jingt dy

= (18 h(x
, y) f(x1dx) dy

where h(x , 3) = G=
if ge y

o otherwise
.



So by the Fubini Th ,

E[9(x11 = (
--(hxx , y) f(x)dy)dx

- J- fix (S
.

"

nex, y)dr) di

- f.8f(x))* Nex ,xid+/he i
= (-8f(x)(81dy + SgY0dy)dx
= (8f(xg(x)dx .

1


